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Abstract. Natural language processing in the human brain is complex
and dynamic. Models for understanding, how the brain’s architecture
acquires language, need to take into account the temporal dynamics of
verbal utterances as well as of action and visual embodied perception.
We propose an architecture based on three Multiple Timescale Recur-
rent Neural Networks (MTRNNs) interlinked in a cell assembly that
learns verbal utterances grounded in dynamic proprioceptive and visual
information. Results show that the architecture is able to describe novel
dynamic actions with correct novel utterances, and they also indicate
that multi-modal integration allows for a disambiguation of concepts.
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1 Introduction

Natural language is the cognitive capability that clearly distinguishes humans
from other living beings but is by far not yet understood. Methods in neuro-
science to examine processes of natural language in the brain have evolved, but
are mostly restricted to non-invasive external measurements. As a direct conse-
quence, we have limited knowledge of the characteristics of natural language in
terms of connectivity, plasticity, and temporal dynamics. On the other hand, we
are able to build up analogies in neuro-robotic agents that are grounded in real
world scenarios to study plausible characteristics [6, 19].

Traditional generativist’s theories for explaining language acquisition often
fail to explain ‘the how’, because they leave out the evident involvement of modal
embodiment and situated context, for example the close relation of language
processing and motor action [3, 12, 15]. Recent constructivist’s hypotheses aim
to capture these characteristics, e.g. by grounding higher order symbols in action
primitives and action primitives in sensory-motor experience [6, 17, 18]. Although
these models help to understand how concepts can be bound to sensation, they
are limited by the assumption of having a built-in lexicon of items on word level,
not capturing the complex temporal dynamics in language.

In a recent study Hinoshita et al. claim that an “appropriate architecture is
sufficient” for the emergence of language [11]. They state that information pro-
cessing on different timescales in a Multiple Timescale Recurrent Neural Network
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(MTRNN) can lead to the acquisition of language in a self-organised way. In our
previous study we followed up on this approach and showed that a hierarchical
structure with timescales and the embodiment of language in perception are im-
portant aspects of an appropriate architecture for language [9]. We demonstrated
that our extended MTRNN is capable of generalisation in terms of describing
novel perceived scenes with correct novel verbal utterances.

In this paper we scale up our architecture to multi-modal processing of pro-
prioceptive and visual embodied perception, where information for all modalities
is processed in similar recurrent network structures and are integrated in a cell
assembly. We show that the architecture can generalise well for producing novel
verbal utterances for novel dynamic visual and motor stimuli. Additionally, we
analyse how embodied perception is processed and abstracted and how concepts
for the respective scenes are formed in the cell assembly.

2 Multi-modal MTRNNs model

In our approach we employ an MTRNN to process verbal utterances over time,
extended by an MTRNN to process motor proprioception, an MTRNN to process
visual perception, linked by a cell assembly of fully connected neurons that
process and represent the concepts of the information [5]. Refining our previous
extended MTRNN model [9], we aim at capturing the hierarchical structure
found for action processes in the cortex [2] and account for cortical cell assemblies
that interlink concepts in language, action, and perception [15]. In Fig. 1 we
provide an overview of our proposed new architecture.
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Fig. 1. Architecture of the multi-modal MTRNN model, consisting of MTRNNs for
auditory, proprioceptive, and visual information processing as well as a cell assembly
for representing and processing the concepts. A sequence of phonemes (utterance) is
produced over time, based on sequences of embodied multi-modal perception.
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The MTRNNs are each composed by an Input- and Output layer (IO) and
two context layers called Context fast (Cf) and Context slow (Cs) [20]. Compared
to other RNNs, the specific characteristic of an MTRNN is the full connectivity
of neurons to all neurons of the same and of adjacent layers, and the mecha-
nism of processing information with increasing timescales τ . The cell assembly
interconnects these networks and integrates information processed over time.

Training

During training of the system, verbal utterances are presented together with
sequences of the proprioceptive and visual stimuli of an action sequence. For
the production of utterances, the auditory MTRNN self-organises the weights
and also the internal states of some of the neurons in the Cs layer (denoted
Context Controlling units (Csc)). In parallel, the motor MTRNN and the visual
MTRNN self-organise the weights and also the internal states of the Csc units
for the processing of an incoming perception. The important difference is that
the auditory MTRNN self-organises towards the initial internal states of the
Csc (start of utterance), while the motor MTRNN and the visual MTRNN self-
organise towards the final internal states of the Csc (end of perception). Finally,
the activity of the Csc units of all MTRNNs get associated in the cell assembly.

For the training of the auditory MTRNN we employ an adaptive mechanism,
which is a variant of the real-time backpropagation through time (RTBPTT)
algorithm [8]. Since we aim at an abstraction from the perception to concepts
we modify the partial derivatives for the internal state z at time step t of neurons
i ∈ Iall = IIO ∪ ICf ∪ ICs for the proprioceptive and visual MTRNN as follows:

∂E

∂zt,i
=


(1− ψ) f ′(yt,i) (yt,i − f(cT,i + bi)) iff i ∈ ICsc ∧ t = T

f ′(yt,i)
∑

k∈Iall

wk,i

τk

∂E

∂zt+1,k
+

(
1− 1

τi

)
∂E

∂zt+1,i
otherwise

,

(1)

where f and f ′ denote an arbitrary differentiable transfer function and its deriva-
tive respectively, b and w are the biases and weights, y denotes the neurons
output, and cT,i are internal states at the final time step T of the Csc units
i ∈ ICsc ⊂ ICs. Here, we also introduce a very small self-organisation-forcing
constant ψ that allows the final internal states cT,i of the Csc units to adapt
upon the data, although they actually serve as a target for shaping the weights
of the network. Accordingly, the final internal states cT,i of the Csc units define
the abstraction of the input data and are also updated as follows:

cn+1
T,i = cT,i + ψζi

∂E

∂cT,i
= cT,i + ψζi

1

τi

∂E

∂zT,i
iff i ∈ ICsc , (2)

where ζi denotes the learning rates for the changes. Further formal descriptions of
the MTRNN can be found in the work of Yamashita and Tani [20]. In our study
we specify the timescale parameters as depicted in Fig. 1 based on previous
studies [1, 20] and our experiences [10]. The associations of the Csc units are
trained with the conventional delta rule.
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Generation

With a trained network the generation of novel verbal utterances from propri-
oception and visual input can be tested. The final Csc values of the respective
MTRNNs are abstracted from the input sequences and associated with initial
Csc values of the auditory MTRNN. These values in turn initiate the generation
of a phoneme sequence.

3 Scenario

To understand and to approach a plausible architecture for the emergence of lan-
guage, we believe it is crucial to ground the analysis in raw real world perception
[7]. We therefore base the scenario in the interaction of a human teacher with a
robotic learner that is supposed to acquire and ground language in embodied and
situated experience. In particular a humanoid robot, NAO, should learn verbal
utterances for manipulation actions of various objects to be able to describe
novel actions with correct novel verbal utterances (Fig. 2c for an overview).

S → ACT the COL OBJ.

ACT → pull | push |
show me | slide

COL → blue | green |
red | yellow

OBJ → apple | banana |
dice | phone

(a) Grammar.
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(b) Encoded utterance.

(c) Scenario overview.

(d) Action teaching.
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Fig. 2. Representations and scenario of language learning in human-robot interaction.
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For a given scene the teacher guides the robot’s arm in an interaction with a
coloured object and describes the action verbally, e.g. “slide the red apple”.
Later, the robot should be able to describe a new interaction composed of motor
movements and visual experience that it may have seen before with a verbal
utterance, e.g. “show me the yellow apple”.

The scenario should be controllable in terms of combinatorial complexity
and mechanical feasibility for the robot, but at the same time allow for valuable
analysis. For this reason we limit the corpus of verbal utterances to a small
grammar as summarised in Fig 2a. We use unambiguous utterances for four
different actions that can be performed differently by the NAO and four different
objects with similar mass but different shapes, each in four different colours.

To obtain a biologically-inspired auditory representation, we transform every
sentence from the grammar to a phonetic utterance based on the ARPAbet with
additional signs for pauses and intonation of propositions, exclamations, and
questions: Σ = {’AA’, ..., ’ZH’} ∩ {’SIL’, ’PER’, ’EXM’, ’QUM’}, |Σ| = 44. In
the next step we encode the utterance u = (p1, . . . , pl) into neural activation
over time, where the occurrence of a phoneme pk is represented by a spike-like
neural activity of a specific neuron i at relative time step r with some activity
spreading backwards in time (rising phase) and some activity spreading forward
in time (falling phase), represented as a Gaussian. A detailed description of the
encoding and the used parameters can be found in [10] and [11]. The ideal neural
activation for an encoded sample utterance is presented in Fig. 2b.

To gather and encode the proprioception of a corresponding action, we guide
the NAO’s right arm and directly measure the joint angles of five joints with a
sampling rate of 20 frames per second and scale the values to [0, 1], based on
the minimal and maximal joint positions (see Fig. 2d). Having an encoding on
the joint angle level is biologically plausible, because the (human) brain merges
information from joint receptors, muscle spindles, and tendon organs into a sim-
ilar proprioception representation in the S1 area [4]. Fig. 2e shows the encoded
proprioception for an exemplary action.

For the visual perception we aim at capturing a representation that is biolog-
ically plausible but on a level of abstraction of shapes as found in the posterior
infero-temporal (PIT)/V4 area [14]. Specifically, we obtain the objects shape in
NAO’s field of view and capture 16 points around the object from which we
determine the distance to the objects centre of mass divided by the area of the
object, and scale to [0, 1] for all shapes (see [10] for details). The measured shape
features are invariant to rotation and scaling and capture the shape persistently
over time. Additionally, we obtain the shape’s colour by determining the aver-
age red, green, and blue values within the object’s shape. With this method we
encode the perception into a sequence of equal sampling rate and length com-
pared to the proprioception sequence. Fig. 2f–h show the NAO’s view, respective
object perception, and representative differences in the encoding of the objects.

Generating novel utterances from a trained system by presenting new inter-
actions only depends on the calculation time needed for the pre-processing and
encoding, and can be done in real time. No additional training is needed.
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4 Analysis

To learn from the model’s characteristics we are interested in the generalisation
capabilities and the information pattern that emerges in the cell assembly. We
recorded the 64 different interactions four times each with the same verbal utter-
ance and arm starting position but with slightly varying movements and object
placements to collect a data set. We divided the data 50:50 into training and
test set (all variants of a specific interaction are either in the training or in the
test set only) and trained ten randomly initialised systems. We repeated this
process ten times with different distributions of data in training and test set to
arrive at 100 runs for analysis. The MTRNNs were parametrised as follows: the
auditory MTRNN consisted of |ICf| = 80 and |ICs| = 23 neurons; the motor and
visual MTRNNs were set up each with |ICf| = 40 and |ICs| = 23 neurons. The
number of IO neurons in all three MTRNNs were based on the representations
for utterances, proprioception, and visual perception and set to 44, 5, and 19
respectively, while the number of Csc units was set to |ICsc| = d|ICs|/2e. We
initialised all weights in the interval [−0.025, 0.025] as well as the initial Csc in
the intervals [−0.01, 0.01] (auditory MTRNN) and [−1.0, 1.0] (motor and visual
MTRNNs) and set the feedback rate ϕ = 0.1 for the auditory MTRNN as well
as the self-organisation rate ψ = 0.001 for the motor and visual MTRNN.

Generalisation of novel interactions

The results of the experiment show that the system is able to generalise: We
obtained an F1-score of 0.984 on the training and 0.476 on the test set for the
best network. Although training is hard and we rarely obtained perfect but not
over-fitted systems on the training data, we observed a high precision (small
number of false positives) with a lower to medial recall (not exact production of
desired positives) on the test data. The errors made in production were mostly
minor substitution errors (single wrong phonemes) and only rarely word errors.
Also, we learned that the timescale values were not crucial, but that ideal sizes
of the Cf and Cs layers depend on the complexity of the problem (compare [10]).

Using a self-organisation mechanism on the final initial Csc values for the
motor and visual MTRNNs caused good abstraction from the perception for the
described scenario and ψ value. We learned: to avoid that the cell assembly part
does not converge well and produces activity for the auditory MTRNN leading
to production of erroneous utterances (false positives or incomplete utterances)
up to arbitrary phoneme babbling, the ψ should not be very small. To avoid
that the MTRNNs contribute different patterns for the same interactions to the
auditory MTRNN, due to premature convergence to the final Csc values, without
appropriately self-organising the weights, the ψ should not be very large.

Self-organisation in the cell assembly

Across all experiments we observed diverse patterns in the internal states of
the Csc units, but always found similar patterns in the respective modality for
similar utterances or perceptions. A principal component analysis (PCA) on the
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Csc values revealed that these patterns are not very distinct for motor movements
but most distinct for visual perceptions (compare Fig. 3). However, different
shapes have slightly different affordances for the same ’type’ of movements (e.g.
different wrist angles for sliding the banana or sliding the apple), which indicates
that the cell assembly integrates the perception of the different shapes and the
variances of the movements into a more distinct meaning for the auditory Csc.
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(a) Csc auditory.
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Fig. 3. Internal state values of the Csc units for the initial (auditory) and final time
step (motor and visual) reduced from |ICsc| to two dimensions (PC1 and PC2) and
normalised. Different shapes/movements and colours are shown with different coloured
markers. For Csc auditory the distinction between shapes has been omitted for clarity.

5 Conclusion

To learn the brain’s architectural characteristics for language acquisition, we
believe, it is crucial to enable an agent to a) acquire concepts from temporally
dynamic and raw sensory input and b) base information processing on hierarchi-
cal abstraction and integration of all modalities. Neuroscientists suggested that
temporal dynamics can be explained by synfire chains [16], however this level of
detail would hinder an analysis to learn the key characteristics on cortex level
and the models would be hard to test due to the complexity. Even with our
RNN architecture, which consists of similar components for different modalities,
training is very complex, due to a vast parameter space and a very deep network
structure. This challenge is similar to deep NNs and ongoing research [13].

Our architecture reveals the importance of the suggested characteristics and
shows that verbal utterances can be learned and grounded in dynamic multi-
modal perception of actions, and can produce novel utterances for novel actions.
The integration of multi-modal perceptions on concept level leads to a represen-
tation that disambiguates the meaning for proprioceptive and visual perceptions.
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