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Introduction

This report describes the progress made against work package W6 of the MirrorBot project. The objective of this work package is the development and implementation of an object and gesture recognition system as well as a system to control regions of interest within a camera image both to be run on the MirrorBot. The implemented prototype is presented in this report.

In the robotics field object recognition, in particular the recognition of 3-D objects, plays an important role [Simon et al. 2002][Kestler et al. 2000]. The objects are principally recognised from 2-D camera images where for the actual object recognition extracted feature vectors are used. For the robot it is essential to localise and to identify or categorise objects in order to fulfil tasks he has been given. In the MirrorBot scenario the MirrorBot needs to classify objects and hand gestures. 

Introductory the object and gesture recognition system implemented is described. In order to evaluate our approach experiments have been conducted on a set of recorded camera images. The data collected, the experiments and the results of these experiments are described thereafter. Finally future prospects are presented.

Object and Gesture Recognition

Within the scope of this project the goal of the object recognition system is the classification of fruits as well as hand gestures.

The object recognition system consists of three components.

1. Visual attention control system

2. Feature extraction system

3. Classification system

The modularity of these components allows a flexible combination with the results and outcomes of the other work packages. Hence e.g. a more biologically motivated visual attention component could easily be integrated.

Figure 2.1 gives an overview of the object recognition system. It depicts how its components are connected to each other and what the inputs and outputs of the single components are. 
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Figure 2.1: The classification system consists of three components: attention control, feature extraction and classification. The interconnection of the different components is depicted as well as the inputs and outputs of the miscellaneous components. Starting with the camera image the flow of the classification process is shown. 

The object recognition approach used can be seen as a three-step process. All three components are consecutively connected where the output of the previous component is the input of the following component. Starting with the robot’s camera image the class of the object found within the image is determined.

In a first step it is essential to localise the objects of interest within the camera image. This is done by the attention control algorithm which determines regions of interest inside the image. These regions are defined as the smallest regions that contain the object. Coming from these regions characteristic features are extracted. Using these features the object is finally classified. For classification a trained neural network is used.

1.1. Visual Attention Control

Since the camera image neither does solely contain the object of interest but also background as well as possible other objects nor is guaranteed that that the object is located in the centre of the image, it is necessary to perform a pre-processing of the image in the course of which a demarcation of the objects from the background and each other as well as a localisation the objects takes place. 

Currently a colour-based attention control algorithm [Simon et al. 1999] is used to find regions of interest (ROI) within the camera images. These regions contain the object to be classified. The algorithm performs a colour segmentation of the image in order to localise objects of interest.

At first a pre-processing of the camera image is performed. Therefore the camera image is smoothed by filtering the image with a Gaussian mask (???), which has the effect of low pass filtering the image. Furthermore a colour space transformation from RGB colour space to HSV colour space is performed. A histogram over colour values is calculated for each colour channel. For each histogram maxima and minima are determined. The located minima are used to define colour ranges. A colour-based segmentation is performed by searching for these colour ranges within the corresponding colour channels. If there is a blob of adjacent pixels fulfilling several heuristic criterions like exceeding a certain size defined by the number of pixels belonging to this blob, a bounding box, the smallest rectangle containing this blob, is assigned to the camera image. Thus a window of interest is obtained. Then bounding boxes contained in larger bounding boxes are merged. Moreover bounding boxes of the same colour rage whose distance to each other falls below a certain limit are merged. In a final step the bounding boxes are rescaled to the original image size. 

This approach has been chosen due to its simplicity and fastness. Problems arise when background colours are similar to the objects’ colours or when there are occlusions.

1.2. Feature Extraction

The features used for classification are extracted from the regions of interest containing only the object to be classified not from the entire camera image. This is done in order to achieve a certain degree of scaling and translation invariance. Thus subimages defined by the bounding boxes enclosing the objects are used for feature extraction.

1.2.1. Features

Simply using the raw image data is too intricate and dispensable information is obtained. Therefore characteristic features are derived from the camera image. These features are more informative and meaningful since they contain less redundant information and are of a lower dimensionality then the original image data.

So far two kinds of feature types have been derived from the camera images:

1. Orientation

2. Colour

The features are extracted from the smoothed camera image so that noise to a certain degree is disregarded.

The orientation information is encoded in orientation histograms [Freeman and Roth 1995]. To generate the orientation histograms 3x3 Sobel edge detectors [Gonzales and Woods 1992] are used to determine the gradient directions within the grey valued camera image. The [image: image4.png]


Sobel operator performs a 2-D spatial gradient measurement on an image and so emphasises regions of high spatial frequency that correspond to edges.

The gradient of a two-dimensional image 
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The convolution masks forming the 3x3 Sobel operator are as follows:
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The gradient directions (Gx, Gy) are calculated by convolving the image with the Sobel kernels:
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The gradient angle 
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The camera image is divided into 
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 non-overlapping subimages. Within each subimage the magnitudes of the gradient angles are summed up and plotted in a histogram. Thereby the interval 
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 equally sized ranges. The histogram values result from the number of gradient angles falling into the respective range. The histograms are then normalised to the size of the corresponding subimages. The concatenation of the normalised orientation histograms of all subimages forms the 
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 dimensional feature vector. [Simon et al. 1999]

Figure 2.2 illustrates the process of the orientation histogram generation. On the basis of the grey valued camera image the gradient image is calculated. The gradient image is divided into subimages and for each subimage the orientation histogram is calculated by summing up the respective orientations.
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Figure 2.2: Generation of the orientation histograms using gradient angles. The image is divided into n times n subimages and for subimage a separate orientation histogram is calculated. The figure shows the original grey valued image (left), the gradient image divided into 3 times 3 subimages and the corresponding orientation histograms for each subimage (encircling the gradient image) (right). The gradient image results from convolving the grey valued image with the Sobel kernels 
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For extracting the colour feature the HSV model [Smith 1978] has been used as colour model. By using this model it is possible to only take the hue value into account and leave lighting depending components such as brightness out. 

The colour information is extracted from the colour blobs detected by the attention control algorithm as described in section 2.1. The colour values of all pixels belonging to one blob are averaged. The feature vector is formed by the averaged HSV values. In order to sustain feature vectors which are to the greatest possible extend independent from lightning conditions solely the hue value could be used. Thus three- or one-dimensional feature vectors respectively are created. 

Advantages of colour information are its scale and rotation invariance and its robustness to partial occlusion. Furthermore colour information can be effectively calculated. 

1.3. Classification

Classification can be regarded as mapping from feature space [image: image21.wmf]n
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. This projection can be realised by a decision function which associates an element of the feature space with a class. One possible way of finding this decision function is learning from samples. There a model is adapted by using samples so that the approximation of the decision function by the model is continuously emended. For this purpose a neural network for instance can be used.

A neural network can be trained to learn a decision function and thereby be able to solve a classification task. The network is presented samples out of the feature space as well as the corresponding class labels out of the finite set of classes. The feature vectors represent the objects to be classified and the class labels denote the objects’ categories or classes. Using this supervised learning algorithm the network’s parameters are adapted so that the classification error is minimised.

After having trained the classifier with a set of trainings samples, the classifier is not only able to correctly determine the class affiliation of samples belonging to the trainings set but also of samples belonging to a disjoint test set.

Within the scope of this work package radial basis function networks have been chosen as classifiers. Radial basis function networks are neural networks coming from the field of interpolation of multivariate functions. They cannot only be used for approximation tasks but also for classification tasks [Poggio and Girosi 1990].

1.3.1. Hierarchical Neural Networks

The basic idea of hierarchical neural networks is the division of a complex classification task into several less complex classification tasks by making coarse discrimination at higher levels of the hierarchy and refining the discrimination with decreasing depth of the hierarchy. The original classification problem is decomposed into a number of less extensive classification problems organised in a hierarchical scheme.

A hierarchical neural network consists of several non-hierarchical neural networks that are stratified as a rooted directed acyclic graph or a tree. Each node within the hierarchy represents a neural network. A set of classes is assigned to each node where the set of classes of one node is always a subset of the set of classes of its predecessor node. Thus each node only has to discriminate between a small number of subsets of classes but not between various classes. 

The hierarchy is generated by unsupervised k-means clustering [Tou and Gonzales 1979]. The hierarchy emerges from the successive partition of class sets into disjoint subsets. Beginning with the root node k-means clustering is performed using data points of all classes assigned to the current node. The partitioning of the classes into subclasses is done by determining for each class to which k-means prototype the majority of data points belonging to this class is assigned when presenting them to the trained k-means network. Each prototype represents a successor node. This procedure is recursively applied until no further partitioning is possible.  Then end nodes are generated that do not discriminate between subsets of classes any longer but between single classes. As on each level there is always a division into disjoint subsets of the classes the hierarchy generated is a tree.

The division of the complex classification problem into several small less complex classification problems entails that instead of one extensive classifier several simple classifiers are used which are to a far greater extend manageable. This has a positive impact on the training effort. Moreover the single classifiers can be amended to the specific simple classification problems they have to solve much better than one classifier can be adapted to a complex classification task. 

To train the hierarchy each neural network within the hierarchy is trained separately. For the training only data points belonging to the classes assigned to the corresponding node are used not the complete training set. Since there are no dependencies between the neural networks with respect to the training all networks can be trained in parallel.

The classification result of the hierarchy is achieved by following a path through the hierarchy beginning with the root node down to one end node of the hierarchy. The classification result of the end node of this path constitutes the final result. The path is determined by the classification results of each node within the path. Not all nodes of the hierarchy are visited.

When more then one feature is used it is also determined for each node which is the most suitable feature to use during the generation of the hierarchy. This is done using a valuation function that rewards unambiguity regarding the class affiliation of the data points assigned to one prototype as well as equipartition regarding the number of data points assigned to each prototype. 

The approach developed features the following advantages and disadvantages.

Advantages

· Intermediate results are available and can be used depending on the task to be performed if they are applicable for the specific task.

· Several small classifiers are used instead of one huge classifier. This reduces training time and allows better adjustment regarding the classification task.

· Different features can be used by the different neural networks depending on the classification task to be performed by this node.

Disadvantages:

· Incorrect decisions at higher levels of the hierarchy automatically implicate misclassification and can not be revised during the further classification process which has a negative impact on the classification rate.

Within the hierarchy RBF networks have been chosen as classifiers. They have been trained with a three phase learning algorithm [Schwenker et al. 2001].

1.3.2. Tool support

In order to visualise the generated hierarchies and to support manual generation and adaptation of the hierarchies as well as the assignment of the parameters of the neural networks a graphical user interface has been implemented based on a graph drawing algorithm developed by [Holzer 2002]. The editor tool is shown in Figure 2.3 and Figure 2.4.
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Figure 2.3: Editor for hierarchical neural networks. Each node represents a neural network. The editor allows loading and saving graphs, adding and deleting nodes and edges. When clicking on a node a window pops up in which the network parameters and the classes and features used for this node can be edited.
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Figure 2.4: Window for setting the parameters of the associated neural network. Classes and features being processed in the corresponding node can also be edited.

Experiments

1.4. Data

For the time being camera images of seven artificial fruits and four hand gestures have been used to train the object recognition system. The objects and gestures have been chosen to fit into the MirrorBot scenario. Possible tasks to be performed by the MirrorBot are e.g. “Bot show plum” or “Bot grasp orange”.

Samples of the camera images recorded are shown in Figure 3.1 and Figure 3.2
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Figure 3.1: Fruits: green apple, red apple, red plum, yellow plum, tangerine, orange, lemon.
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Figure 3.2: Gestures: pointing, grasping, thumb’s up, thumb’s down.

Twenty images per object have been recorded under one lighting condition where each image only contains one single object. The objects or gestures respectively have been presented against a white background. The objects have been rotated and each image shows a different view of the object. Training the neural network with different views of the objects results in a rotation invariant representation of the objects.

1.5. Experiments

In order to benchmark the performance of the classifier in terms of quality of classification results ten five-fold cross validation runs have been conducted per experiment setting. Classification and confusion rates have been averaged over all cross validation cycles.  In order to perform cross validation the data set is split into disjoint training and test data sets. 

Different types of network architectures have been used as classifiers in order to rank the results of the hierarchical architecture against other established approaches:

· RBF networks [Broomhead and Lowe 1988]

· 1-nearest neighbour classifier [Duda et al. 2001]

· hierarchical RBF networks

Figure 3.3 shows the hierarchical neural network that was used for the experiments performed. The hierarchy was generated by unsupervised k-means clustering as described in section 2.3.1. The figure shows the structure of the hierarchy as well as the features used by each node and the partitioning of classes into subsets of classes.
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Figure 3.3: Hierarchical neural network: Each node represents a RBF network. The end nodes represent classes.  A feature and a set of classes are assigned to each node. The corresponding neural network uses the assigned feature for classification.  

Looking at the partitioning of the classes not in every case a formation into reasonable subsets like fruits, gestures, citrus fruits, apples, etc. can be observed. The hand gestures “show”, “grasp” and “bad” have been grouped together but the gesture “good” has been assigned to a different subset whereas the fruits “orange” and “mandarine” have been grouped together.

This hierarchy is the result of one generation run. It has not yet been investigated whether better results could be achieved with different hierarchies either generated or manually configured. Furthermore there has been no optimisation of the architecture parameters of the single RBF networks like number of neurons in the hidden layer or learning rates within the hierarchy yet. 

1.6. Results

The experiments performed showed that good results could be achieved under simplified conditions. The performance of the networks is described by means of classification rates and confusion matrices.

The neural networks showed good performance on the data set described in section 3.1. The best results could be achieved with the hierarchical RBF networks. The 1-nearest neighbour classificatory showed similar results. Non-hierarchical RBF networks showed poorer results. Figure 3.4 depicts these facts. The average classification rate of the hierarchical RBF network was 97.73%. But classification rates up to 100% could be achieved during the different cross validation runs.
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Figure 3.4: Classification rates of the different neural network architectures analysed plotted in a Box and Whisker diagram. The classification rates are averaged over all cross validation runs. The hierarchical RBF networks showed the best performance. The average classification rate is 97.73%, but classification rates up to 100% could be achieved during the different cross validation runs.

The confusion matrix in Table 3.1 shows between which classes misclassification occurred. This confusion matrix points out that only few confusions occurred. Examined in detail it strikes that fruits were mainly classified correctly. Confusions only occurred between red apples and red plums. Misclassifications mostly applied to hand gestures. 
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Table 3.1: Confusion matrix of the hierarchical RBF network averaged over all cross validation runs: The correct class is plotted against the classified class. Hence correctly classified samples can be found in the diagonal of the confusion matrix. Misclassified samples are to be found in the rest of the matrix.

Implementation Details

The attention control algorithm is implemented in C++ using the Intel Integrated Performance Primitives library. The library features excellent performance.

The classification component, i.e. the hierarchical neural network, was implemented in C++. 

All components are implemented on the robot. The different components are integrated into one object and gesture recognition system using MIRO [Utz et al. 2002]. Using MIRO makes the implemented software easily available and usable for the other project partners.

Figure 4.1 shows the graphical user interface to the robot. It visualises the object localisation and the classification result.
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Figure 4.1: Graphical user interface to object recognition system on robot.

Future Prospects

To do justice to the complex real world requirements an enlargement of the data set is planned. The enlargement refers to the number of objects and gestures, the number of images per object, different lighting conditions and backgrounds as well as the complexity of the images that could be increased by having more than one object or even gestures and objects together in one image.

If complexity increases it might turn out to be necessary to extract additional features from the camera images. This could be e.g. more complex visual features.

A further improvement of the network architecture with regards to the retrieval of soft or fuzzy classification results from the hierarchical network is planned.

In order to receive more reliable results further evaluation i.e. more experiments will be performed and more data will be gathered.
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		Hierarchy		Hierarchy		Hierarchy		Hierarchy		Hierarchy



q1

min
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max

q3

Classification Rates
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1
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0.977273

1
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hierarchie_kmeans_rbf_test

		test		1		2		3		4		5		6		7		8		9		10

		1		97.73%		97.73%		100.00%		97.73%		97.73%		97.73%		100.00%		100.00%		95.45%		97.73%

		2		97.73%		100.00%		97.73%		97.73%		100.00%		100.00%		95.45%		90.91%		97.73%		95.45%				0.0187414796		std

		3		97.73%		97.73%		93.18%		95.45%		97.73%		97.73%		97.73%		97.73%		100.00%		97.73%				100.00%		max

		4		100.00%		95.45%		100.00%		97.73%		100.00%		95.45%		95.45%		100.00%		100.00%		97.73%				90.91%		min

		5		97.73%		95.45%		97.73%		97.73%		97.73%		100.00%		97.73%		97.73%		97.73%		97.73%				97.73%		mean

																										median		0.977273

		max		100.00%		100.00%		100.00%		97.73%		100.00%		100.00%		100.00%		100.00%		100.00%		97.73%				Q1		0.977273

		min		97.73%		95.45%		93.18%		95.45%		97.73%		95.45%		95.45%		90.91%		95.45%		95.45%				Q3		0.99431825

		mean		98.18%		97.27%		97.73%		97.27%		98.64%		98.18%		97.27%		97.27%		98.18%		97.27%				97.73%

		median		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%

		std		0.0090908		0.0170077571		0.0248965463		0.0090912		0.0111339107		0.0170076502		0.0170077571		0.0334021131		0.0170076502		0.0090912

		Q1		97.73%		95.45%		97.73%		97.73%		97.73%		97.73%		95.45%		97.73%		97.73%		97.73%

		Q3		97.73%		97.73%		100.00%		97.73%		100.00%		100.00%		97.73%		100.00%		100.00%		97.73%

		train		1		2		3		4		5		6		7		8		9		10

		1		100.00%		100.00%		100.00%		99.43%		100.00%		100.00%		99.43%		98.86%		100.00%		98.86%

		2		100.00%		100.00%		98.86%		100.00%		100.00%		100.00%		100.00%		97.16%		100.00%		100.00%				100.00%		max

		3		98.86%		100.00%		100.00%		100.00%		100.00%		98.86%		100.00%		98.86%		99.43%		98.86%				97.16%		min

		4		100.00%		99.43%		100.00%		100.00%		100.00%		98.86%		99.43%		100.00%		100.00%		100.00%				99.68%		mean

		5		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		99.43%		100.00%				0.0055856365		std

		max		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		min		98.86%		99.43%		98.86%		99.43%		100.00%		98.86%		99.43%		97.16%		99.43%		98.86%

		mean		99.77%		99.77%		99.77%		99.89%		100.00%		99.55%		99.77%		98.98%		99.77%		99.55%				99.68%

		median		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		98.86%		100.00%		100.00%

		std		0.0045456		0.0027836001		0.0045456		0.0022728		0		0.0055672003		0.0027836001		0.0104149289		0.0027836001		0.0055672003

						min		mean		max		std						min		mean		max		std

				train		97.16%		99.68%		100.00%		0.0055856365				train		2.84%		0.32%		0.00%		0.0055856365

		Hierarchie		test		90.91%		97.73%		100.00%		0.0187414796				test		9.09%		2.27%		0.00%		0.0187414796
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hierarchie_kmeans_Vs_NN
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hierarchie_gen_grob
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hierarchie_gen

		t		1		2		3		4		5		6		7		8		9		10

		1		0.931818		1		1		0.954545		0.954545		0.977273		0.977273		0.977273		0.977273		1

		2		0.931818		0.954545		0.954545		0.954545		0.977273		0.954545		0.977273		0.977273		1		0.909091				std		0.0236364692

		3		0.977273		0.977273		0.909091		0.977273		0.977273		0.954545		0.977273		0.954545		0.909091		0.954545				max		1

		4		1		0.954545		0.977273		1		0.954545		1		0.954545		0.977273		1		0.977273				min		0.909091

		5		1		0.977273		1		0.977273		1		0.977273		0.977273		0.977273		0.977273		0.977273				mean		0.9709091

																										median		0.977273

		mean		96.82%		97.27%		96.82%		97.27%		97.27%		97.27%		97.27%		97.27%		97.27%		96.36%				Q1		0.954545

		max		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		97.73%		97.73%		100.00%		100.00%				Q3		0.977273

		min		93.18%		95.45%		90.91%		95.45%		95.45%		95.45%		95.45%		95.45%		90.91%		90.91%

		std		0.0308288745		0.0170077571		0.0340150866		0.0170077571		0.0170077571		0.0170077571		0.0090912		0.0090912		0.0334021131		0.0308288155

		median		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%		97.73%

		Q1		93.18%		95.45%		95.45%		95.45%		95.45%		95.45%		97.73%		97.73%		97.73%		95.45%

		Q3		100.00%		97.73%		100.00%		97.73%		97.73%		97.73%		97.73%		97.73%		100.00%		97.73%

		t		1		2		3		4		5		6		7		8		9		10

		1		1		1		1		1		1		1		1		1		1		1

		2		1		1		1		1		1		1		1		1		1		1

		3		1		1		1		1		1		1		1		1		1		1

		4		1		1		1		1		1		1		1		1		1		1

		5		1		1		1		1		1		1		1		1		1		1

		mean		1		1		1		1		1		1		1		1		1		1

		max		1		1		1		1		1		1		1		1		1		1

		min		1		1		1		1		1		1		1		1		1		1

		std		0		0		0		0		0		0		0		0		0		0

		median		1		1		1		1		1		1		1		1		1		1





Tabelle1

		test		1		2		3		4		5		6		7		8		9		10

		1		93.18%		90.91%		88.64%		88.64%		88.64%		90.91%		86.36%		84.09%		84.09%		93.18%

		2		90.91%		86.36%		90.91%		88.64%		90.91%		95.45%		81.82%		90.91%		88.64%		90.91%				std		0.0402085858

		3		95.45%		88.64%		86.36%		90.91%		90.91%		90.91%		95.45%		93.18%		86.36%		93.18%				max		95.45%

		4		93.18%		81.82%		95.45%		90.91%		84.09%		88.64%		77.27%		90.91%		84.09%		93.18%				min		77.27%

		5		90.91%		93.18%		90.91%		86.36%		88.64%		95.45%		93.18%		95.45%		86.36%		93.18%				mean		89.77%

																										median		0.909091

		mean		92.73%		88.18%		90.45%		89.09%		88.64%		92.27%		86.82%		90.91%		85.91%		92.73%				Q1		0.869318

		max		95.45%		93.18%		95.45%		90.91%		90.91%		95.45%		95.45%		95.45%		88.64%		93.18%				Q3		0.931818

		min		90.91%		81.82%		86.36%		86.36%		84.09%		88.64%		77.27%		84.09%		84.09%		90.91%

		std		0.0170073295		0.0391014278		0.030151044		0.0170076502		0.0248965463		0.0272724		0.0680300395		0.0380299034		0.0170076502		0.0090908

		median		93.18%		88.64%		90.91%		88.64%		88.64%		90.91%		86.36%		90.91%		86.36%		93.18%

		Q1		90.91%		86.36%		88.64%		88.64%		88.64%		90.91%		81.82%		90.91%		84.09%		93.18%

		Q3		93.18%		90.91%		90.91%		90.91%		90.91%		95.45%		93.18%		93.18%		86.36%		93.18%

		train		1		2		3		4		5		6		7		8		9		10

		1		100.00%		100.00%		99.43%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%

		2		99.43%		99.43%		99.43%		99.43%		100.00%		100.00%		98.86%		100.00%		99.43%		99.43%

		3		99.43%		100.00%		100.00%		97.16%		98.30%		100.00%		99.43%		100.00%		100.00%		100.00%

		4		100.00%		99.43%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%

		5		100.00%		99.43%		99.43%		98.86%		99.43%		100.00%		99.43%		99.43%		94.89%		100.00%

		mean		99.77%		99.66%		99.55%		98.98%		99.43%		99.89%		99.55%		99.89%		98.86%		99.89%

		max		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		min		99.43%		99.43%		99.43%		97.16%		98.30%		99.43%		98.86%		99.43%		94.89%		99.43%

		std		0.0027836001		0.0027836001		0.0022728		0.0097753104		0.006223954		0.0022728		0.0042520195		0.0022728		0.0200075915		0.0022728

		median		100.00%		99.43%		99.43%		99.43%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%





				min		mean		max		std						min		Q1		median		Q3		max		std

		RBF		77.27%		89.77%		95.45%		0.0402085858				RBF		95.45%		86.93%		90.91%		93.18%		77.27%		0.0402085858

		NN		90.91%		97.09%		100.00%		0.0236364692				1-NN		90.91%		95.45%		97.73%		97.73%		100.00%		0.0236364692

		hierarchie		90.91%		97.73%		100.00%		0.0187414796				Hierarchy		90.91%		97.73%		97.73%		99.43%		100.00%		0.0187414796

																RBF		1-NN		Hierarchy

														min		77.27%		90.91%		90.91%

														q1		86.93%		95.45%		97.73%

														median		90.91%		97.73%		97.73%

														q3		93.18%		97.73%		99.43%

														max		95.45%		100.00%		100.00%

														std		0.0402085858		0.0236364692		0.0187414796

																RBF		1-NN		Hierarchy						RBF		1-NN		Hierarchy

														median		90.91%		97.73%		97.73%				q1		86.93%		95.45%		97.73%

														q1		86.93%		95.45%		97.73%				min		77.27%		90.91%		90.91%

														min		77.27%		90.91%		90.91%				median		90.91%		97.73%		97.73%

														max		95.45%		100.00%		100.00%				max		95.45%		100.00%		100.00%

														q3		93.18%		97.73%		99.43%				q3		93.18%		97.73%		99.43%

														std		0.0402085858		0.0236364692		0.0187414796				std		4.02%		2.36%		1.87%
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q1

min

median

max

q3

Classification Rates



		test		1		2		3		4		5		6		7		8		9		10

		1		100.00%		88.64%		93.18%		93.18%		88.64%		97.73%		100.00%		93.18%		93.18%		93.18%

		2		81.82%		90.91%		93.18%		95.45%		86.36%		95.45%		100.00%		86.36%		93.18%		95.45%				std		0.0458707721

		3		95.45%		97.73%		93.18%		95.45%		88.64%		90.91%		97.73%		100.00%		88.64%		95.45%				max		100.00%

		4		95.45%		93.18%		100.00%		95.45%		100.00%		86.36%		81.82%		95.45%		100.00%		95.45%				min		81.82%

		5		93.18%		97.73%		90.91%		93.18%		86.36%		95.45%		95.45%		88.64%		93.18%		88.64%				mean		93.36%

		mean		93.18%		93.64%		94.09%		94.55%		90.00%		93.18%		95.00%		92.73%		93.64%		93.64%

		max		100.00%		97.73%		100.00%		95.45%		100.00%		97.73%		100.00%		100.00%		100.00%		95.45%

		min		81.82%		88.64%		90.91%		93.18%		86.36%		86.36%		81.82%		86.36%		88.64%		88.64%

		std		0.0609835366		0.03636365		0.0308287861		0.0111339107		0.0510226655		0.0406558526		0.0680300796		0.0485321534		0.03636355		0.0265040087

		median		95.45%		93.18%		93.18%		95.45%		88.64%		95.45%		97.73%		93.18%		93.18%		95.45%

		train		1		2		3		4		5		6		7		8		9		10

		1		100.00%		100.00%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		2		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%		98.86%		100.00%		100.00%

		3		100.00%		100.00%		100.00%		98.86%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		4		100.00%		99.43%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%

		5		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		mean		100.00%		99.77%		99.89%		99.66%		99.89%		100.00%		100.00%		99.77%		100.00%		100.00%

		max		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		min		100.00%		99.43%		99.43%		98.86%		99.43%		100.00%		100.00%		98.86%		100.00%		100.00%

		std		0		0.0027836001		0.0022728		0.0045456		0.0022728		0		0		0.0045456		0		0

		median		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%





		test		1		2		3		4		5		6		7		8		9		10

		1		97.73%		97.73%		90.91%		88.64%		95.45%		97.73%		93.18%		97.73%		93.18%		90.91%

		2		93.18%		90.91%		95.45%		90.91%		100.00%		90.91%		90.91%		84.09%		93.18%		77.27%				std		0.0462009563

		3		81.82%		93.18%		97.73%		95.45%		90.91%				95.45%		97.73%		86.36%		95.45%				max		100.00%

		4		100.00%		88.64%		100.00%		93.18%		97.73%		93.18%		86.36%		93.18%		100.00%		95.45%				min		77.27%

		5		95.45%		95.45%		93.18%		93.18%		97.73%		95.45%		93.18%		90.91%		95.45%		95.45%				mean		93.41%

		mean		93.64%		93.18%		95.45%		92.27%		96.36%		94.32%		91.82%		92.73%		93.64%		90.91%

		max		100.00%		97.73%		100.00%		95.45%		100.00%		97.73%		95.45%		97.73%		100.00%		95.45%

		min		81.82%		88.64%		90.91%		88.64%		90.91%		90.91%		86.36%		84.09%		86.36%		77.27%

		std		0.0633107997		0.0321411145		0.0321412559		0.0231770833		0.0308288155		0.0254098939		0.0308287566		0.0506161687		0.0440699069		0.0704178086

		median		95.45%		93.18%		95.45%		93.18%		97.73%		94.32%		93.18%		93.18%		93.18%		95.45%

		train		1		2		3		4		5		6		7		8		9		10

		1		100.00%		100.00%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%		98.86%

		2		100.00%		100.00%		99.43%		99.43%		100.00%		99.43%		99.43%		98.86%		100.00%		100.00%

		3		98.86%		100.00%		100.00%		98.86%		100.00%				100.00%		99.43%		100.00%		100.00%

		4		100.00%		100.00%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%

		5		100.00%		100.00%		98.86%		100.00%		100.00%		97.16%		100.00%		100.00%		100.00%		100.00%

		mean		99.77%		100.00%		99.55%		99.55%		99.89%		99.15%		99.89%		99.66%		100.00%		99.77%

		max		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%		100.00%

		min		98.86%		100.00%		98.86%		98.86%		99.43%		97.16%		99.43%		98.86%		100.00%		98.86%

		std		0.0045456		0		0.0042520195		0.0042520195		0.0022728		0.0117133186		0.0022728		0.0045456		0		0.0045456

		median		100.00%		100.00%		99.43%		99.43%		100.00%		99.72%		100.00%		100.00%		100.00%		100.00%





		t		1		2		3		4		5		6		7		8		9		10

		1		100.00%		100.00%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%		98.86%

		2		100.00%		100.00%		99.43%		99.43%		100.00%		99.43%		99.43%		98.86%		100.00%		100.00%

		3		98.86%		100.00%		100.00%		98.86%		100.00%				100.00%		99.43%		100.00%		100.00%

		4		100.00%		100.00%		99.43%		100.00%		99.43%		100.00%		100.00%		100.00%		100.00%		100.00%

		5		100.00%		100.00%		98.86%		100.00%		100.00%		97.16%		100.00%		100.00%		100.00%		100.00%
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