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In this work, we address the problem of implementing cooperative search
in humanoid robots (NAOs). The robots are taught to recognise a number of
objects and then use their RGB-D sensors (attached to their heads) to search
their environment for these objects. When an object is found they have to move
to the target position and to perform a cleaning task in these objects (also, the
location of recognized objects can help navigation). The challenge is threefold:
1) navigation/exploration, 2) real-time object recognition and 3) cooperation.
This work will show preliminary results in object recognition and briefly discuss
the approaches that will be employed for the entire system.

The scenario consists of a room in which some objects are spread (Figure 1
on the left). Initially, the robots (Figure 1 on the right) explore the environment
until their RGB-D devices have detected objects. Then, the robots move to the
objects, constantly trying to identify them. It is an assumption of our approach
that these objects are located on tables or plane surfaces, so this strategy will
help to detect potential objects before recognizing them. The robot has to ex-
tract the appropriate information from the point cloud, filter noise and correctly
segment the objects. We are using RANSAC (RAndom SAmple Consensus) [1]
to identify planes and VFH (View Point Feature Histogram) to collect a multi-
dimensional descriptor (feature vector with 308 elements) that characterizes the
object. The robots are, initially, completely unaware about the object’s position.
Thus, they cannot plan the best way to cooperatively distribute themselves in
the environment, but they can model the influence of other robots as repulsive
potential fields, in a purely reactive, though collaborative, way. Although a nav-
igation approach based on RGB-D data is intended to be used, initially we will
employ a ceiling camera (also used in [2]) that provides a global view of the
environment.

Figure 2 shows some objects used in our experiments. We decided to create
our own database to employ the same objects in a future stage of the project for
online recognition. We have collected RGB-D data of 5 different types of objects
(category) and 5 different objects of each type (instances) in 12 different views.
The total number of images acquired was 300. We also applied rotation (roll,
pitch and yaw) and added noise (in 10% of the points of each point cloud) to
create a dataset of 4200 samples. From this total, 75% were used for training
and 25% used for testing. A Multichannel Convolutional Neural Network from
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Fig. 2. Examples of RGB-D of 3 objects: box, book, cup.
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Fig. 3. F1-score results for Book(1), Box(2), Can(3), Cup(4) and Sponge(5)

our previous work [3], developed for gesture recognition, was used and trained
with the Backpropagation Algorithm. The F1-score results for 2D images and
3D point clouds can be seen in Figure 3. These results show that our approach
is promising, with F'I-scores values greater than 0.9 for all objects. The next
challenges that should be addressed are: 1) how to combine efficiently 2D and 3D
information, 2) how to embed this recognition system in the robots to perform
real time recognition and 3) treat noise and the presence of multiple objects. We
expect that in the future the benefits of employing multiple robots for assistance
living surpass the costs expended to acquire the technology.
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