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Preface

The purpose of this book is to present a collection of papers that represents

a broad spectrum of current research in learning methods for natural language

processing, and to advance the state of the art in language learning and arti�cial

intelligence. The book should bridge a gap between several areas that are usually

discussed separately, including connectionist, statistical, and symbolic methods.

In order to bring together new and di�erent language learning approaches, we

held a workshop at the International Joint Conference on Arti�cial Intelligence

in Montreal in August 1995. Paper contributions were selected and revised after

having been reviewed by at least two members of the international program com-

mittee as well as additional reviewers. This book contains the revised workshop

papers and additional papers by members of the program committee.

In particular this book focuses on current issues such as:

{ How can we apply existing learning methods to language processing?

{ What new learning methods are needed for language processing and why?

{ What language knowledge should be learned and why?

{ What are the similarities and di�erences between di�erent approaches?

{ What are the strengths of learning as opposed to manual encoding?

{ How can learning and manual encoding be combined?

{ Which aspects of system architectures have to be considered?

{ What are successful applications of learning methods in various �elds?

{ How can we evaluate learning methods using real-world language?

We believe that this selection of contributions is a representative snapshot of the

state of the art in current approaches to learning for natural language processing.

This is an extremely active area of research that is growing rapidly in interest

and popularity. Systems built by learning methods have reached a level where

they can be applied to real-world problems in natural language processing and

where they can be compared with more traditional encoding methods. The book

will provide a basis for discussing various learning approaches to support natural

language processing. We hope that this collection will be stimulating and useful

for all interested in the areas of learning and natural language processing.

January 1996
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Ellen Rilo�

Gabriele Scheler



ORGANIZING COMMITTEE

Stefan Wermter, University of Hamburg, Germany

Ellen Rilo�, University of Utah, USA

Gabriele Scheler, Technical University Munich, Germany

INVITED SPEAKERS

Eugene Charniak, Brown University, USA

Noel Sharkey, She�eld University, UK

PROGRAM COMMITTEE

Jaime Carbonell, Carnegie Mellon University, USA

Joachim Diederich, Queensland University of Technology, Australia

Georg Dor�ner, University of Vienna, Austria

Jerry Feldman, ICSI, Berkeley, USA

Walther von Hahn, University of Hamburg, Germany

Aravind Joshi, University of Pennsylvania, USA

Ellen Rilo�, University of Utah, USA

Gabriele Scheler, Technical University Munich, Germany

Stefan Wermter, University of Hamburg, Germany

ACKNOWLEDGMENTS

We would like to thank Katja Hillebrand, Uwe Jost, Alexandra Klein, Eva Land-

mann,Manuela Meurer, Jens-Uwe M�oller, and Volker Weber from the University

of Hamburg for their important help and assistance during the preparations of

the workshop and the book. Furthermore, we would like to thank Tony Cohn,

the IJCAI-95 workshop chair, and Carol Hamilton at AAAI for their coopera-

tion. We would like to thank Alfred Hofmann and Anna Kramer from Springer

for the e�ective cooperation. Finally, we thank the participants of the workshop

and the contributors to this book.



Table of Contents

Learning approaches for natural language processing : : : : : : : 1

S. Wermter, E. Rilo�, G. Scheler

Connectionist Networks and Hybrid Approaches

Separating learning and representation : : : : : : : : : : : : : : : : 17

N.E. Sharkey, A.J.C. Sharkey

Natural language grammatical inference:

a comparison of recurrent neural networks

and machine learning methods : : : : : : : : : : : : : : : : : : : 33

S. Lawrence, S. Fong, C. L. Giles

Extracting rules for grammar recognition

from Cascade-2 networks : : : : : : : : : : : : : : : : : : : : : : : 48

R. Hayward, A. Tickle, J. Diederich

Generating English plural determiners from semantic

representations: a neural network learning approach : : : : : : 61

G. Scheler

Knowledge acquisition in concept and document spaces

by using self-organizing neural networks : : : : : : : : : : : : : 75

W. Winiwarter, E. Schweighofer, D. Merkl

Using hybrid connectionist learning

for speech/language analysis : : : : : : : : : : : : : : : : : : : : : 87

V. Weber, S. Wermter

SKOPE: A connectionist/symbolic architecture

of spoken Korean processing : : : : : : : : : : : : : : : : : : : : : 102

G. Lee, J.-H. Lee

Integrating di�erent learning approaches

into a multilingual spoken language translation system : : : : 117

P. Geutner, B. Suhm, F.-D. Bu�, T. Kemp, L. May�eld,

A. E. McNair, I. Rogina, T. Schultz, T. Sloboda, W. Ward,

M. Woszczyna, A. Waibel

Learning language using genetic algorithms : : : : : : : : : : : : : 132

T. C. Smith, I. H. Witten



Statistical Approaches

A statistical syntactic disambiguation program

and what it learns : : : : : : : : : : : : : : : : : : : : : : : : : : : 146

M. Ersan, E. Charniak

Training stochastic grammars on semantical categories : : : : : : 160

W.R. Hogenhout, Y. Matsumoto

Learning restricted probabilistic link grammars : : : : : : : : : : : 173

E. W. Fong, D. Wu

Learning PP attachment from corpus statistics : : : : : : : : : : : 188

A. Franz

A minimum description length approach to grammar inference : 203

P. Gr�unwald

Automatic classi�cation of dialog acts

with semantic classi�cation trees and polygrams : : : : : : : : 217

M. Mast, H. Niemann, E. N�oth, E. G. Schukat-Talamazzini

Sample selection in natural language learning : : : : : : : : : : : : 230

S. P. Engelson, I. Dagan

Symbolic Approaches

Learning information extraction patterns from examples : : : : : 246

S. B. Hu�man

Implications of an automatic lexical acquisition system : : : : : : 261

P. M. Hastings

Using learned extraction patterns for text classi�cation : : : : : : 275

E. Rilo�

Issues in inductive learning

of domain-speci�c text extraction rules : : : : : : : : : : : : : : 290

S. Soderland, D. Fisher, J. Aseltine, W. Lehnert

Applying machine learning to anaphora resolution : : : : : : : : : 302

C. Aone, S. W. Bennett

Embedded machine learning systems

for natural language processing: a general framework : : : : : 315

C. Cardie

Acquiring and updating hierarchical knowledge

for machine translation based on a clustering technique : : : 329

T. Yamazaki, M. J. Pazzani, C. Merz



Applying an existing machine learning algorithm

to text categorization : : : : : : : : : : : : : : : : : : : : : : : : : 343

I. Moulinier, J.-G. Ganascia

Comparative results on using inductive logic programming

for corpus-based parser construction : : : : : : : : : : : : : : : : 355

J. M. Zelle, R. J. Mooney

Learning the past tense of English verbs

using inductive logic programming : : : : : : : : : : : : : : : : : 370

R. J. Mooney, M. E. Cali�

A dynamic approach to paradigm-driven analogy : : : : : : : : : : 385

S. Federici, V. Pirrelli, F. Yvon

Can punctuation help learning? : : : : : : : : : : : : : : : : : : : : : 399

M. Osborne

Using parsed corpora for circumventing parsing : : : : : : : : : : : 413

A. K. Joshi, B. Srinivas

A symbolic and surgical acquisition of terms

through variation : : : : : : : : : : : : : : : : : : : : : : : : : : : : 425

C. Jacquemin

A revision learner to acquire verb selection rules

from human-made rules and examples : : : : : : : : : : : : : : : 439

S. Kaneda, H. Almuallim, Y. Akiba, M. Ishii, T. Kawaoka

Learning from texts -

a terminological metareasoning perspective : : : : : : : : : : : 453

U. Hahn, M. Klenner, K. Schnattinger



Learning Approaches for Natural Language

Processing

Stefan Wermter1 and Ellen Rilo�2 and Gabriele Scheler3

1 University of Hamburg, Dept. of Computer Science, 22527 Hamburg, Germany
2 University of Utah, Dept. of Computer Science, Salt Lake City, UT 84112, USA

3 Technical University Munich, Dept. of Computer Science, 80290 Munich, Germany

Abstract. The purpose of this chapter is to provide an introduction to

the �eld of connectionist, statistical and symbolic approaches to learning
for natural language processing, based on the contributions in this book.

The introduction has been split into three parts: (1) neural networks

and connectionist approaches, (2) statistical approaches, and (3) sym-
bolic machine learning approaches. We will give a brief overview of the

main methods used in each �eld, summarize the work that is presented

here, and provide some additional references. In the �nal section we will
highlight important general issues and trends based on the workshop

discussions and book contributions.

1 Introduction

In the last few years, there has been a lot of interest and activity in develop-

ing new approaches to learning for natural language processing [66, 52, 80, 24,

11, 39]. Various learning methods have been used, including connectionist meth-

ods/neural networks, statistical methods, symbolic machine learning algorithms,

genetic methods, and various hybrid approaches.

In general, learning methods are designed to support automated knowledge

acquisition, fault tolerance, and plausible induction. Using learning methods for

natural language processing is especially important because learning is an en-

abling technology for many language-related tasks, such as speech recognition,

spoken language understanding, machine translation, and information retrieval.

Furthermore, learning is important for building more 
exible, scalable, adapt-

able, and portable natural language systems.

A complete survey of all research in the �eld of connectionist, statistical,

and symbolic approaches to learning for natural language processing cannot be

our goal in this chapter. The �eld has grown much too large already. In fact,

such a survey could easily �ll a textbook of its own. However, as an aid to the

reader, we will set the stage for the contributions in this book. We have organized

the book and this survey chapter into three parts for connectionist, statistical,

and symbolic learning approaches. In each of the three parts of this chapter,

we will give (1) a brief introduction to the general approach, (2) a description,

categorization and discussion of the paper contributions, and (3) some pointers

to further work.



2 Connectionist Networks and Hybrid Approaches

2.1 Introduction

Recently, arti�cial neural networks and connectionist networks4 have received

a lot of attention as computational learning mechanisms for natural language

processing [66, 52, 24, 2, 80]. There exist many di�erent architectures for con-

nectionist networks. For instance, feedforward networks are useful because of

their universal function approximation qualities [34, 16]. While feedforward net-

works can represent only a �xed length input, recurrent networks can represent

variable length input [23, 40, 61]. Most connectionist networks can be trained

with a speci�c learning rule based on the network architecture and the units

used.

Connectionist networks have been shown to model successfully a whole va-

riety of language learning tasks [60, 72, 45, 32]. In addition, the combination or

integration of connectionist networks with statistical and symbolic representa-

tions is an important �eld for natural language processing [33, 22, 79, 76, 80].

From the viewpoint of knowledge engineering, it might be e�cient to encode

well-known rules rather than learning them from scratch. From the viewpoint

of cognitive behavior, it is interesting to explore human symbolic reasoning for

natural language processing based on neural architectures. We speak of a hybrid

connectionist approach either if several di�erent connectionist networks are in-

tegrated or if connectionist networks are integrated with symbolic or statistical

methods.

2.2 Connectionist Approaches for Syntax and Semantics

In this book, the work described by Sharkey and Sharkey argues for a sepa-

ration of learning and representation. They trained a simple recurrent network

with sequences generated by a �nite state grammar with bidirectional links. An

analysis showed that the networks had a restricted capability to encode embed-

dings. Then a constructive method was used to improve the performance of the

network. Incorrect predictions were identi�ed and hidden units responsible for

these predictions were found. A new retraining phase for these incorrect predic-

tions followed and led to better prediction performance. This work might lead

to the incremental development of special neural network architectures which

cannot be built easily without constructive methods.

The underlying motivation of the approach taken by Lawrence, Fong, and

Giles is to explore whether a neural network can exhibit the same discrimina-

tory power for grammaticality as linguists have claimed to exist in universal

principles and learned parameters. They have compared di�erent neural net-

work algorithms and symbolic machine learning algorithms. Recurrent Elman

networks provided the best discriminatory performance on training and test sets.

4 The terms arti�cial neural networks and connectionist networks are often used in a

similar manner, both refer to networks which are based on very rough computational

models of biological neurons.



The authors claim that the Elman network has learned a state machine which

can discriminate between grammatical and ungrammatical sentences while other

learning algorithms like feedforward models, decision trees, and nearest neighbor

algorithms have only learned to �nd closest matches.

Hayward, Tickle, and Diederich focus on a detailed analysis of rule repre-

sentation in a single connectionist network. A network is trained with simple

sentences using an extension of the cascade correlation algorithm. The task is to

learn which combinations of noun { verb { noun combinations are grammatical.

Usually little emphasis is put on extracting the rules from a network. In this

approach it is demonstrated that simple rules can be extracted from a Cascade

network. While the training corpus is relatively simple, this is one of the few

papers which focuses on the explanation of connectionist representations and

the possible extraction of rules.

The work presented by Scheler uses supervised learning for the construction

of classi�cation functions from semantic representations to overt grammatical

categories, and interpretation functions from texts to semantic representations.

Semantic representations consist of a set of atomic, logically interpretable fea-

tures which are grounded in cognitive representations. They can be derived auto-

matically from surface coding of texts with su�cient accuracy to provide gram-

mar checking for de�niteness of English noun phrases. The results are consider-

ably better than a \naive" approach which classi�es surface encodings directly.

With this work the di�cult issue of providing logical interpretations for real

texts automatically has been confronted and a general solution using connec-

tionist learning methods has been presented.

Winiwarter, Schweighofer, and Merkl explore the use of unsupervised learn-

ing techniques for knowledge acquisition in concept and document spaces. In

particular unsupervised learning in Kohonen feature maps is adapted to cluster

legal text segments. This unsupervised learning method was applied to cluster

full text documents of court decisions and it could be shown that most similar

documents fell into similar regions.

2.3 Hybrid Approaches for Spoken Language

Spontaneously spoken language can be very erroneous. At the acoustic level,

phonemes or words may be incorrectly analyzed, and restarts, interjections,

pauses, repairs, and repetitions often occur. Furthermore, sentences may be

grammatically or semantically incorrect. In general, it is hardly possible to en-

code all necessary knowledge in fault-tolerant rules. Connectionist networks have

been examined for spoken language analysis due to their support of learning and

fault-tolerance. The integration of connectionist approaches with symbolic ap-

proaches has also been explored.

The approach described by Weber and Wermter tackles the analysis of spo-

ken language in the hybrid connectionist architecture SCREEN. Based on a

speech recognizer, spontaneously spoken sentences are processed. Feedforward

and recurrent connectionist networks for semantic and syntactic analysis are

used wherever possible, but symbolic techniques are also used in a restricted



manner for the control of di�erent networks and for simple rules which always

hold. The focus in this chapter is on improving the analysis of noisy and un-

grammatical spoken sentences by integrating acoustic, syntactic, and semantic

knowledge. Furthermore, it is shown that a 
at analysis using connectionist

learning supports a robust and fault-tolerant analysis of spoken language.

The hybrid symbolic/connectionist architecture SKOPE for spoken Korean

by Lee and Lee uses connectionist learning in Time Delay networks, primarily

in the speech component. Time-delay networks o�er a method of learning a

sequence of events. The morphological and syntactical components are based on

table-driven parsing techniques and spreading activation respectively. In general,

Lee and Lee argue for the combination of connectionist speech learning with

symbolic language encoding.

Geutner and colleagues combine di�erent learning approaches for translating

spoken natural language between English, German, and Spanish5. Within their

JANUS system, statistical hidden Markov models and connectionist Time Delay

Networks are explored at the speech recognition level. Subsequently, a concept

spotter, a statistical LR parser and a connectionist parser are examined to pro-

vide an interlingua-like language description for the translation. A main point

within the JANUS system is that multiple learning strategies are explored in a

complementary manner to make hand-coded language representations unneces-

sary.

2.4 Genetic Approaches

The paper by Smith and Witten describes a genetic algorithm for the induction

of natural language grammars. The genetic learning algorithm works on logi-

cal s-expressions which can represent context free grammars without recursion.

Starting with a random population of di�erent potential grammars for a given

�rst string, only those which parse the string are part of the initial population. If

a new string is added, reproduction operators combine two di�erent grammars

from the current population. Furthermore, additional mutation operators can

replace leaf or internal nodes in a grammar in order to provide more variation in

the search space of possible grammars. Although relatively few, small sentences

are used for genetic learning, this approach is a new interesting alternative since

it is also frequency-based and robust.

2.5 Further Work

There are a large number of important references in the �eld of connection-

ist natural language processing and we cannot hope to be complete or com-

prehensive. However, in order to provide some pointers to start with, we will

very brie
y list some of the important references. For a fundamental early

5 This paper could also be grouped into the statistical section. However, because of

the many di�erent learning strategies used and due to the focus on spoken language

it was placed in the group of hybrid approaches for spoken language.



paper about connectionism in general one could start with [25, 51]. Architec-

tural issues of connectionist and hybrid connectionist systems are discussed in

[68, 22, 23, 40, 61, 3, 21, 52, 19, 56, 80]. Some representative references for

semantic and syntactic analysis with connectionist networks can be found in

[38, 50, 60, 75, 70, 79]. For references on cognitively oriented connectionist nat-

ural language processing some references are [14, 78, 69, 42, 12].

3 Statistical Approaches

3.1 Introduction

With the recent trend for learning in natural language processing, statistical

methods have gained new popularity, and are being applied to new domains.

They are usually characterized by using large text corpora and performing some

analysis which uses primarily the text characteristics without adding signi�cant

linguistic or world knowledge [5, 11, 48]. Text corpora that have been built

include the still widely used Brown corpus [27], and newer corpora such as the

LOB corpus [28] and the Penn treebank [49].

Annotation of corpora with part-of-speech tags or parse trees has been a

focus of corpus-based language analysis. Additional important application areas

of statistical techniques to written natural language are thesaurus-building (or

lexical clustering) and probabilistic grammar learning. Statistical techniques that

have been used for these tasks are n-gram techniques, unsupervised clustering

and hidden Markov models (e.g. [71, 44]). A special case is grammar induction,

which uses context-free grammars in addition to probabilistic information from

texts.

3.2 Probabilistic Grammar Induction and Disambiguation

In this book, Ersan and Charniak present a system for syntactic disambiguation

using probabilistic information on word classes derived from the Wall Street

Journal corpus. They show how the improved parser can be used to extract

data on verb case-frames and noun-preposition and adjective-preposition com-

binations. This is achieved by identifying occurrences of particular syntactic

combinations in the parses, which are counted and passed through a probabilis-

tic �lter. Precision and recall for the resulting combinations are evaluated with

respect to an English dictionary. This statistical work is particularly interest-

ing since it addresses the important question what is learned in probabilistic

language representations.

Hogenhout and Matsumoto also collect general statistics on the occurrence

of semantic classes in the application of grammar rules. That is, the syntactic

word class information is augmented by the probability of a semantic class in

the application of a single rule within a context-free grammar. This probability

is calculated by the Inside-Out algorithm with certain smoothing parameters.



Semantic classes are de�ned by reference to a standard thesaurus. The proba-

bilities of the classes were used to improve ambiguity resolution within a hand-

written grammar. Experiments conducted on the Japanese EDR corpus show a

statistically signi�cant improvement on parsing accuracy (sentence and bracket

accuracy) for the incorporation of probabilistic semantic class information.

Fong and Wu describe a model for learning probabilistic link grammars. Link

grammars are highly-lexicalized context-free grammars where individual words

can be linked via labeled arcs. The probabilities of the links are estimated using

an expectation maximization training method. After training and subsequent

pruning, the learned representation contains grammatical rules as sets of simple

disjuncts and probabilities. This approach was tested with two arti�cial cor-

pora of short simple sentences to demonstrate the learning behavior. It could

be shown that the perplexity of the described model is lower than a comparable

probabilistic link model as well as a bigram model.

Prepositional phrase attachment has been a major problem for structural

analysis of natural language. Franz describes a statistical approach to learning

prepositional phrase attachment based on categorial features. A loglinear model

is described which consists of a contingency table for recording the frequency

of certain feature combinations as well as a loglinear model for smoothing the

frequency counts for zero occurrences. The Brown corpus and Wall Street Jour-

nal corpus were used for training and testing. The results are slightly worse

than human performance but better than simple heuristics like right associa-

tion. Learning in this statistical model is simple but can be applied e�ciently to

a large number of training and test instances.

3.3 Part-of-speech Tagging and Probabilistic Word Classes

Gr�unwald uses a greedy minimumdescription length (MDL) approach to cluster

words in semantic-syntactic classes, based on a subset of the Brown corpus. Ac-

cording to the MDL principle, learning is de�ned as reducing the total length of a

set of data (measured in bits) by introducing a theory which can generate certain

data, and thus serves as an abbreviation of the data set. The implementation

uses a \greedy" learning mechanism, i.e. decreasing the total description length

in each step. As a result, a number of the derived word classes are given. The

advantage of the MDL approach in comparison with a simple n-gram technique

is the availability of a stopping criterion for learning, which prevents over�tting

of the data.

The approach by Mast and colleagues o�ers a new application area, namely

the classi�cation of dialog acts. Dialog acts describe a spoken dialog at a higher

level using shallow understanding with labels like \accept", \reject", \request-

suggestion". State-dependent semantic classi�cation trees and statistical poly-

grams are used to acquire a classi�cation of sentences according to their respec-

tive dialog acts. German and English dialogs were labeled and used for this task.

It is argued that polygrams are preferable to the decision tree methods for dialog

act classi�cation.



Selective sampling is a technique for selecting only particularly informative

unlabeled training examples for subsequent labeling and training. Engelson and

Dagan describe an approach for selective sampling applied to probabilistic part-

of-speech tagging. Using an implicit model, the current training data is used

to evaluate the uncertainty for classifying an additional training example. Ex-

amples with a larger uncertainty for classi�cation are particularly good training

examples for labeling and training. Since labeling large corpora is very expensive,

time-consuming work, the technique of selective sampling could allow systems

to work with much larger corpora.

3.4 Further Work

The classical applications in natural language processing are part-of-speech tag-

ging [46, 15, 18], and lexical extraction for various information retrieval tasks

[13, 77, 35, 30, 73]. This has recently been extended to anaphora resolution [8],

text alignment [41], grammar induction [6] and statistical machine translation

[59, 7]. Statistical analysis has also been used in speech recognition [4], which is

however not the main focus of the present volume.

4 Symbolic Approaches

4.1 Introduction

Symbolic approaches to learning encompass a wide variety of machine learn-

ing techniques. Many inductive learning algorithms have been developed in the

machine learning community, such as decision tree algorithms [63, 65] and con-

ceptual clustering [26]. Explanation-based learning [17, 53] is another type of

symbolic learning that pushes training examples through a domain theory to cre-

ate generalized examples for future use. Case-based learning techniques [31, 62]

and analogical reasoning methods [10] try to map new situations onto previously

encountered situations to �nd the best solution. There are also a wide variety of

rule-based approaches to concept learning.

Information extraction (IE) is a relatively new sub�eld of natural language

processing that has received a lot of attention recently because of the mes-

sage understanding conferences (MUCs) [57, 58]. The MUCs have encouraged

researchers to work on real-world text (e.g., newswire articles) and to develop

practical methods, and have been instrumental in bringing together NLP re-

searchers from a variety of areas towards a common goal. There has also been

growing interest in developing trainable IE systems that can use learning meth-

ods to increase their portability to new domains; some of these systems are

mentioned in the next section.

4.2 Information Extraction

One of the main challenges in information extraction research is developing meth-

ods and systems to acquire the necessary knowledge bases automatically. Hu�-

man has developed one such system, LIEP, which learns dictionaries of extraction



patterns. LIEP attempts to �nd relationships between constituents that have

been tagged as relevant by a user. One of the distinguishing features of LIEP

is that the underlying sentence analyzer, ODIE, parses sentences \on-demand"

by attempting to verify syntactic relationships only when asked to do so. LIEP

hypothesizes syntactic relationships between constituents and asks ODIE to de-

termine whether the relationships are plausible. This approach chooses among

competing patterns using empirical feedback on a training corpus and can gen-

eralize existing patterns when the same syntactic relationships are identi�ed in

a new context.

Hastings describes the CAMILLE lexical acquisition system which was orig-

inally developed to learn word meanings for an information extraction system.

CAMILLE infers the meanings of new words based on semantic constraints pro-

vided by the surrounding context and a concept hierarchy. This paper explains

why di�erent learning strategies are used for nouns and verbs, and discusses im-

plications for related research in knowledge representation, cognitive modeling,

and evaluation.

Rilo� discusses the application of learned extraction patterns to problems in

text classi�cation. The AutoSlog dictionary construction system learns extrac-

tion patterns automatically using an annotated training corpus and the learned

patterns have been shown to be e�ective for information extraction. This paper

presents experiments in three domains which show that the extraction patterns

created by AutoSlog are also useful for text classi�cation. These results demon-

strate that AutoSlog's dictionaries represent important domain concepts and

that information extraction dictionaries can be useful for other natural language

processing tasks as well.

The CRYSTAL system by Soderland and colleagues automatically learns in-

formation extraction patterns. CRYSTAL is an automated dictionary construc-

tion tool that uses an annotated training corpus and a concept hierarchy to

generate extraction patterns. The produced extraction patterns are tested on

a training corpus to ensure they satisfy a minimum error tolerance threshold.

This paper discusses the issues of creating an appropriate training corpus and

domain ontology, the expressiveness of its learned patterns, and its search control

strategy.

4.3 Inductive Learning Algorithms

Many researchers are taking advantage of inductive learning methods developed

in the machine learning community and are applying them to problems in natu-

ral language processing. A good example of this type of work is the application

of the C4.5 decision tree algorithm to anaphora resolution by Aone and Bennett.

Newspaper articles annotated with discourse information are given to C4.5 as

training instances. Aone and Bennet use 66 features to represent each training

instance; the feature values are determined automatically during text processing.

Their paper presents a series of experiments using di�erent parameter combina-

tions (such as anaphoric chaining, anaphoric type identi�cation, and con�dence



factors) in the context of a full information extraction system, and compares the

performance of the learning system with hand-coded knowledge sources.

Cardie promotes the view that all ambiguity problems in NLP can be recast

as classi�cation tasks and presents a general architecture for embedding machine

learning techniques in natural language processing systems. The Kenmore frame-

work is composed of a text corpus, a sentence analyzer, a human supervisor, and

a machine learning algorithm. In the acquisition phase, texts are parsed by the

sentence analyzer to produce training cases, which are then annotated by a hu-

man and presented to the machine learning algorithm as training data. Cardie

describes experiments with Kenmore for several ambiguity problems using a hy-

brid nearest-neighbor/decision tree learning system embedded in an information

extraction system.

Learning is also used in the ALT-J/E system for the acquisition of hierarchi-

cal semantic knowledge, presented by Yamazaki, Pazzani and Merz. An inductive

learning method (FOCL) is �rst used to learn translation rules whose disjunc-

tions are clustered to form the semantic hierarchy. The frequency of co-occurring

terms in a disjunction of rules measures the similarity of terms for the semantic

hierarchy. Then the average linkage method for clustering is applied to build the

hierarchy. The experimental results showed that learning or updating semantic

hierarchies improves the accuracy of learning translation rules.

Moulinier and Ganascia describe the application of an inductive learning

system, CHARADE, to the problem of text categorization. Given an attribute-

value representation of training examples, this system generates k-DNF rules

that cover the positive training examples but not the negative examples. This

paper contrasts CHARADE with decision-tree learning algorithms and compares

the performance with previously reported results for a decision tree algorithm

and a Bayesian classi�er on the Reuters categorization corpus. Additional ex-

periments also illustrate the role that redundancy can play in learning e�ective

rule sets.

Inductive logic programming (ILP) is currently a hot topic in machine learn-

ing circles, so it is not surprising to see ILP being applied to problems in natural

language processing. Zelle and Mooney describe CHILL, an inductive logic pro-

gramming system, and use it to learn search-control rules for parsing operators.

They compare CHILL's performance with that of a naive ILP program that

generates a parser without search-control rules. Both systems perform well on

a small data set of case-role mapping assignments, but CHILL was much more

successful at parsing a larger data set from the Penn Treebank corpus. The pa-

per also discusses how CHILL can be used to generate database queries from

sentences.

Mooney and Cali� use inductive logic programming to tackle the problem of

learning past tenses of English verbs. Their system, FOIDL, induces �rst-order

decision lists that represent rules associated with past tense formation. Key

properties are that this system uses only intensional rather than extensional

background de�nitions and does not need explicit negative examples. FOIDL is

compared with FOIL [64], IFOIL, and previously reported results.



4.4 Analogical, Rule-based, and Explanation-based Learning

Federici, Pirrelli, and Yvon use analogical-based learning techniques to learn

how to pronounce words. The center of their approach is the representation of

paradigmatic nodes and links for core components of words that are the same

orthographically and phonologically. The paradigmatic nodes are viewed as ana-

logical islands that are generally reliable. This approach is compared with an-

other analogy-based system without paradigms, a decision tree system, and an

instance-based learner.

Osborne investigates the role that punctuation might play in learning gram-

mar rules. Osborne's learning system generates grammar rules using a model-

based approach to �lter out rules that are not consistent with the model and

to revise rules so that they become consistent with the model. Since punctua-

tion symbols are often used in natural language to delimit modi�ers, separate

phrases, and disambiguate sentence structure, Osborne contends that including

them in a language model could improve a system's ability to learn an e�ective

grammar.

Joshi and Srinivas describe the application of explanation-based learning

(EBL) to speed up the performance of a parser. Their parser is based on an

LTAG (Lexicalized Tree Adjoining Grammar) formalism. As input, the learning

system uses a parsed corpus that contains dependency and phrase structure

information. The learning algorithm is then used to generalize the parses, so that

the generalized parses can be used for subsequent sentences. Experimental results

show that using the EBL system can substantially reduce the time required for

parsing.

A rule-based approach for acquiring compound nouns automatically is de-

scribed by Jacquemin. He argues that even though there are lexicons available

that contain important terms for some domains (e.g., many technical domains),

there will always be a need to learn new terms as knowledge evolves. This pa-

per describes a system that begins with a dictionary of terms for a domain and

uses a set of rules to infer new terms as they are encountered in text. The rules

represent patterns that rewrite the original terms in a di�erent form by recogniz-

ing coordinations (e.g., conjunctions formed from the original terms), insertions

(new words inserted between the original words), and permutations (e.g., a com-

pound noun transformed into a prepositional phrase). Jacquemin also discusses

how conceptual links can be assigned to the new terms and presents empirical

results from a medical corpus.

Kaneda and colleagues propose a learning model to support machine trans-

lation in the ALT-J/E framework. Verb selection is among the most important

problems in machine translation. Their system learns to �nd appropriate En-

glish verbs for Japanese verbs based on the verbs and their semantic case role

�llers. Instead of using existing translation examples, they argue that a carefully

selected number of hand-made translation rules together with some existing

translation examples provides better guidance to the learning model.

Hahn, Klenner, and Schnattinger take a formal approach to concept learn-

ing by presenting a terminological representation language. This language is a



formalism to support learning the meanings of new words based on prede�ned

knowledge and surrounding context. This approach depends on a large knowl-

edge base of prede�ned concepts for the domain and associated background

knowledge. A key feature of the formalism is that it supports the generation of

multiple hypotheses and uses its knowledge sources to sift through and assess

competing hypotheses.

4.5 Further Work

To learn more about information extraction techniques and systems, see [47, 36].

Several systems have been developed recently that learn dictionaries for informa-

tion extraction, such as [43, 67, 74]. Some older systems that incorporated sym-

bolic learning techniques with natural language processing include [1, 29, 9, 37].

Explanation-based learning has also been previously applied to NLP (e.g.,

see [55]), and rule-based learning techniques have been used to extract informa-

tion from on-line dictionaries and build knowledge bases automatically [54, 20].

5 Summary and Discussion of General Issues

In this section we step back from the analysis of speci�c approaches and sum-

marize what we consider to be general issues and trends in the �eld of learning

for natural language processing based on the contributions in this volume and

the discussions at the workshop.

5.1 Flat Analysis and Learning

First, there is an important relationship between learning and the underlying rep-

resentations. In general, the connectionist, statistical, and symbolic approaches

described in this volume use 
at representations rather than deeply structured

representations to support learning. Learning approaches often focus on syntac-

tic/semantic tagging, classi�cation and feature extraction rather than syntac-

tic/semantic analysis using e.g. highly structured HPSG grammars.

5.2 Comparative Evaluation of Di�erent Learning Methods

It is important and necessary to compare di�erent learning approaches accord-

ing to their strengths and weaknesses. We have seen several examples for such

an evaluation of di�erent learning approaches in this volume. It would be inter-

esting to extend such comparisons within the �eld of learning natural language

processing.



5.3 Learning Language Problems from the Real World

We see an important trend emerging for using real-world data for the learning

algorithms in language processing. Several years ago, in the communities of nat-

ural language processing, connectionism, and machine learning, many smaller

\toy" problems or domains were used. However, now that many corpora, lexica,

and knowledge bases are available, this opens up many possibilities for further

research on learning language in real-world problems and domains.

5.4 Hybrid Approaches for Complex Tasks

In some cases, however, the tasks get so complex that it might not be possi-

ble to choose a single best learning technique. This is the case for problems

like learning to translate spoken language to another language, where many dif-

ferent modules have to be involved to attack such complex problems. Here we

cannot expect that evaluation tests to identify a generally best learning method

will succeed. Rather, individual modules can be evaluated and many di�erent

learning methods might be useful; sometimes combined with manually-encoded

knowledge if it is available. For such complex problems like speech translation

or interactive information extraction, the question of a desired hybrid learning

architecture is very important and many di�erent connectionist, statistical and

symbolic methods may prove useful for solving complex tasks.
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